An updated estimate shows about one in five Canadians are at high risk of job loss due to automation. But what role do factors such as job type, education, income, gender or ethnic group have to play? And what are the takeaways for policymakers?
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Technological change is a driving force behind economic growth. It can improve productivity for existing goods and services, meaning the same output can be achieved with fewer inputs, or more can be produced with the same amount of human labour. Technologies also enable the development of new products and services that can create new occupations and consumer demand where none existed before. The process of technological change is, however, disruptive, rendering particular occupations obsolete or changing entire industries relatively quickly. At the same time, new business models and occupations grow to replace them.

This Commentary assesses the likely impact of technological automation on Canada’s labour market and compares these results to past predictions. In fact, they show a lower proportion of employment at high risk of automation (about 22 percent) than most previous estimates.

There are some occupations that are obviously highly automatable, and many are being automated already – gas station attendants, bank tellers and store cashiers, for example. There are others that are quite obviously not automatable due to a particular human element or specialized set of skills – neurosurgeons or detectives, for example. Most occupations are not fully automatable but they are not completely immune from automation either. The occupations that are more likely to be automated generally contain more well-defined tasks and repetition, such as those in manufacturing.

About one in five Canadian workers are employed in a job that could theoretically be automated. By 2028, projections indicate that employment in these occupations will decline by only about 90,000 jobs. Meanwhile, jobs that are only somewhat susceptible to automation (medium risk) make up about 40 percent of current employment. This proportion is projected to decline slightly to about 37 percent by 2028. These projections indicate that the labour market has been adapting to technological change over time and is likely to continue along a similar trajectory.

The analysis of automation susceptibility by individual characteristics indicates that Black and Indigenous Canadians are employed in occupations that are highly susceptible to automation in higher proportions than the population average. It is likely that the relatively higher susceptibility to automation is related to the worse average employment outcomes of Black and Indigenous people relative to the Canadian average.

Men, women and immigrants, however, face a similar average risk from automation. Overall, the differences are not large enough to warrant targeted pre-emptive policies specifically to prevent technology-induced unemployment for particular groups. Instead, the inequality effects of automation could be indirectly addressed through education and labour-market policies that target inequality more broadly. However, with growth in non-standard employment, traditional job-support policies may not be available to all workers impacted by automation. Following the current COVID-19 crisis, the government should analyze the effects of its emergency income support programs and use the insights to modernize employment insurance and address income- and employment-support gaps.
Innovations in telecommunications technologies have connected the world to information, news, entertainment and myriad consumer and business services via the Internet. More recent improvements in quantum computing, robotics and artificial intelligence have led some to speculate that software and machines will soon be able to replace human workers in many occupations.

Technological change is a driving force behind economic growth. It can improve productivity for existing goods and services, meaning the same output can be achieved with fewer inputs, or more can be produced with the same amount of human labour. Technologies also enable the development of new products and services that can create new occupations and consumer demand where none existed before. The process of technological change is, however, disruptive, rendering particular occupations obsolete or changing entire industries relatively quickly. At the same time, new business models and occupations grow to replace them.

The fear that machines and, more recently, software might replace people in performing many tasks is not new. Recent developments in artificial intelligence, machine-to-machine communication and increased digitalization of various services

1 The earliest written example of the idea that technology might destroy jobs faster than new ones are created, to my knowledge, is Aristotle's speculations about slaves becoming redundant due to the invention of brooms (Campa 2014). There is, however, some evidence that the debate may have begun some 3,000 years earlier with the invention of the wheel (Woirol 1996).
have led to speculation that jobs will be automated faster than new ones are created to replace them. Furthermore, there are a number of unsettling predictions that large portions of the population face unemployment in the near future (Brynjolfsson and McAfee 2014, Frey and Osborne 2013, Lamb 2016). In contrast to these dire predictions, others show technology increasing employment (Bessen 2018) or proceeding similarly to past eras of technological change (Oschinski and Wyonch 2017). There is significant uncertainty about the proportion of employment at risk of being automated, with estimates for the US labour market ranging from 9 percent to 47 percent (Arntz, Gregory and Zierahn 2016, Frey and Osborne 2013). For Canada, estimates suggest that 9 percent to 42 percent of the labour market is at high risk of unemployment due to technology change (Arntz, Gregory and Zierahn 2016, Lamb 2016, Oschinski and Wyonch 2017).

This Commentary assesses the likely impact of technological automation on Canada’s labour market and compares these results to past predictions. It also reviews recent literature on the implications of technological change: when it leads to employment growth, when it doesn’t, and how these insights apply to Canada. Results from this analysis show no evidence of accelerating technological unemployment. In fact, they show a lower proportion of employment at high risk of automation (about 22 percent) than most previous estimates. The risk of automation also has no direct relation to wages, suggesting that technological change is likely to affect income inequality through compositional changes to employment.³

Meanwhile, individual worker characteristics such as race, immigration status or ethnicity are not significantly related to a likelihood of being automated. However, some significant differences arise in particular types of occupations for some groups. Indigenous people, for example, are at a significantly higher average risk of automation in most occupations except for those in natural resources and agriculture. Women are more likely than men to be employed in occupations that are either low or high risk, as opposed to medium risk; but average risk is similar between genders.⁴ The differences in risk arise from the underlying mix of jobs and who occupies them within each broad occupation type. The risk of automation also changes with age: young workers, 15 to 24 years of age, are more likely to be employed in occupations at a high risk of automation, while those aged 55 to 64 are the most likely to be employed in occupations with a low risk of automation.

Overall, this Commentary finds that Canada’s labour market has been adapting quite well to technological change and that the risk of significant technology-induced unemployment remains low for the near future. This suggests that government should be moderating technological change’s negative effects for those that are affected in the short term. Existing policies that provide job training and income support for unemployed

---

2 Technological unemployment refers to job losses caused by changes in technology. The concept encompasses both incremental process improvements that result in reduced demand for labour and significant technological change that disrupts established industries and business practices.

3 Previous research has implicated technology as a significant factor in US income inequality (Cheremukhin 2014). Employment changes in Canada, however, do not show significant income polarization related to potential for automation (Oschinski and Wyonch 2017).

4 Women are at higher average risk of losing their jobs to automation when working in business, finance, administration, manufacturing and utilities occupations. Men in education, law, social, community and government services occupations are at a slightly higher average risk of automation.
and low-income people provide a buffer against economic hardship (technology-induced or otherwise). However, with growth in non-standard employment, traditional income- and employment-support policies may not be available to all workers affected by automation. The Canadian Emergency Support Benefit (CERB), an emergency income support program for individuals affected by the COVID-19 pandemic, was in part created to address coverage gaps in Employment Insurance. Following the current crisis, the government should analyze the effects of CERB, and use insights from the natural experiment to modernize Employment Insurance and address the income and employment support gaps revealed by COVID-19.

The risk of automation is similar across different population groups, but some are at a disadvantage in particular types of occupations. It varies significantly with education level, which explains some of the variation related to individual characteristics. These results suggest that education is a critical factor in addressing the relative risk of being automated for more vulnerable population groups.

The Economics of Technological Change

Technological change has contributed massively to improvements in living standards and well-being. However, the process of technological change is one of “creative destruction” that renders some products, jobs, business practices or even entire occupations and industries obsolete as they are replaced by superior alternatives. At the same time, technology contributes to the growth of new industries, products, services and occupations. In the early 20th century, it would have been difficult, if not impossible, to envision occupations like data systems administrator or artificial intelligence researcher, but both existed by the beginning of the 21st century. Similarly, those living today cannot accurately predict what new technologies may be developed or the effects they might have on society in the distant future.

Over the long term, technology adoption contributes to economic growth, improves productivity and raises living standards. In the short term, however, it can be quite disruptive as some businesses fail to adapt to the changes and some people lose their jobs. In some cases, it has taken decades for the economy and society to fully adapt to significant technological change and for its benefits to be fully diffused. New occupations created by technological change might require different skills than those that are automated, while some existing jobs change dramatically. Technology development and adoption don’t affect all sectors simultaneously, but rather in growth bursts in certain sectors and declines in others. Meanwhile, rapidly growing economies show high levels of both job creation and destruction (Howitt 2015).

The prevailing view of technological change is that it is desirable. Technology improvements allow more to be produced with the same or less human labour than was required before. Consequently, labour is freed up and directed toward other tasks. Improved productivity contributes to economic growth, which in turn contributes to higher wages.

---

5 Further, the Canada Training Credit and the Employment Insurance Training Support Benefit, new programs announced in the 2019 federal budget, have not had time to take full effect and aim to address issues related to technological unemployment and the need to adapt to technological change throughout people’s careers.

6 This emergency policy should not be made permanent, but was necessary due to existing gaps in employment and income support. Post-crisis, addressing those gaps should be a priority.

7 During the Industrial Revolution, real wages in England grew slowly from 1781 to 1819 but then grew quickly until 1851. In particular, blue-collar workers saw real wages double over the latter 32-year period (Lindert and Williamson 1983).
The fear of technological unemployment – that new technology will destroy jobs faster than new ones are created – has accompanied past eras of technological change. Yet, until now, the bogeyman of mass technological unemployment has failed to materialize. Still, recent developments in artificial intelligence and machine-to-machine communication have led to debate about whether this time it will be different.

In past eras of technological change, machines have predominantly replaced human labour in a physical sense. With the development and continued improvement in computing and communications technologies, machines are now starting to replace humans in performing cognitive labour in addition to physical. Some argue that digital technological development could replace human workers more quickly than new jobs are created (Krugman 2013, Levy and Murnane 2004, Sirkin, Zinser and Hohner 2011, Cowen 2013). Such a possibility means that large portions of the population would face technology-induced unemployment in the years to come (Brynjolfsson and McAfee 2014, Frey and Osborne 2013, Lamb 2016).

There are, however, counterbalancing factors such as the development of new occupations and complex tasks for humans to perform that moderate the negative effects of technological change. Demographic aging is associated with more rapid adoption of automating technologies as labour productivity improvements are required to maintain production levels as the proportion of population of working age shrinks (Acemoglu and Restrepo 2019). Still, if automation outpaces the creation of new jobs, it puts downward pressure on wages. When human labour is cheaper, the incentive to develop and adopt labour-saving technologies diminishes. As a result, investment in research and development is more likely to be directed toward the creation of new complex tasks than to labour-saving (automating) technologies (Acemoglu and Restrepo 2016, 2018). In addition, where automation has occurred, productivity is improved, which leads to lower prices and a higher quantity of demand (Acemoglu and Restrepo 2016, 2018, Autor and Salomons 2018, Bughin, Manyika and Woetzel 2017). Meanwhile, Bessen (2018) notes that both productivity-enhancing technologies and employment in manufacturing grew for a century or more before productivity gains brought declining employment. As a result, he postulates that until a market is saturated, technology can have positive employment effects.

Other research links demographic change to automation – countries experiencing more rapid population aging are also those with the most rapid development of automation technologies (Acemoglu and Restrepo 2019). This research also finds that almost half of the cross-country variation in the adoption of automating technologies can be explained by demographic factors.

Overall, the economic effects of current technological change are far from settled. There is research indicating little chance of significant technology-induced unemployment while others suggest that up to four in 10 workers could find themselves without work in the near future (Oschinski and Wyonch 2017, Lamb 2016). The fear that technology will replace humans faster than new occupations are created has accompanied past eras of technological change. The history of technological change, and the analysis that follows, suggests that this time is no different and that mass technological unemployment in the near future is highly unlikely.

However, as with past eras of technology growth, some people will likely face significant hardship in the short term. Government policy should be used to moderate the negative effects on the one hand, while encouraging the adoption and development of new technology on the other. Adopting technologies contributes to maintaining or improving the global competitiveness of Canadian industries and improves productivity, which lessens
the fiscal strain of an aging population. For the economy’s long-term health, technology should be celebrated rather than feared.\(^8\)

**Robots at Work**

One area where automation has been ongoing for quite some time, and is likely to continue, is manufacturing. The adoption of industrial robots and their relation to manufacturing employment provide some basis for predicting future employment effects, as well as a measure of technology adoption that can be compared across countries. After years of annual growth, installations of industrial robots in Europe and the Americas declined in 2019, which indicates that automation is not increasing in pace, at least for industrial robot applications (International Federation of Robotics 2019).

Canada was the 13\(^{th}\) largest market for industrial robots in 2018. Automotive and electronics manufacturing account for the largest number of installations, but the largest area of growth in sales has been in “unspecified” industries (44 percent increase in 2018), even though “collaborative” industrial robots remain a niche representing just

---

\(^8\) For an extensive analysis of the interactions between technology diffusion, business practices and government policy see Andres Criscuolo and Gal (2015).
3 percent of global sales in 2018 (International Federation of Robotics 2019).

In Canada, the number of industrial robots per manufacturing worker has increased significantly in recent years. From 2014 to 2018, the density of industrial robots in manufacturing (the number of robots per 10,000 employees) increased 48 percent. With such a dramatic jump, one might expect a decline in manufacturing employment, but manufacturing jobs increased by 1.2 percent over the same period (OECD 2020). In fact, across countries, there is no relationship between robot density and manufacturing employment (Figure 1). Graetz and Michaels (2015) found that increased robot density is associated with a slight growth in manufacturing employment when using a longer time period and larger sample of countries, but the correlation is statistically weak. Meanwhile, increased automation does not necessarily lead to a decline in employment (Autor and Salomons 2018, Bughin, Manyika and Woetzel 2017, Acemoglu and Restrepo 2016, 2018).

Despite the significant increase in the number of industrial robots performing various manufacturing and industrial activities, there remains significant potential for further adoption in Canada. There are many countries with a higher density of robotics in industrial applications than Canada (Figure 2). Indeed, Singapore and South Korea, the countries with the highest density of industrial robots, have

---

9 Graetz and Michaels (2015) found a similar result for the 1993-2007 period using a larger sample of countries and defining manufacturing hours worked as the measure of employment.
more than 4.5 times as many robots per worker than in Canada. Similarly, Canada’s adoption of industrial robots in manufacturing lags behind that of Germany, Japan, Sweden, Denmark, the US and other nations. This international comparison signals that the potential for further robotic automation in Canadian manufacturing and other industrial applications remains quite high. But, since the density of industrial robots is not related to manufacturing employment, it is unclear what effects further technology adoption could have on employment.

### Estimating the Likelihood of Automation

To estimate the effect of automation on the labour market, I follow methods similar to Frey and Osborne (2013) and Oschinski and Wyonch (2017). Data on skills, work activities and interpersonal interactions were sourced from the O*NET database, a US initiative containing hundreds of standardized and job-specific descriptors on almost 1,000 occupations. The skills, knowledge and activities selected are those that are difficult or impossible for a computer or robot to perform and

<table>
<thead>
<tr>
<th>Table 1: Attributes that are Difficult or Currently Impossible to Automate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social Perception</td>
</tr>
<tr>
<td>Originality</td>
</tr>
<tr>
<td>Assisting and Helping Others</td>
</tr>
<tr>
<td>Philosophy</td>
</tr>
<tr>
<td>Initiative</td>
</tr>
<tr>
<td>Leadership</td>
</tr>
<tr>
<td>Innovation</td>
</tr>
<tr>
<td>Adaptability and Flexibility</td>
</tr>
<tr>
<td>Independence</td>
</tr>
</tbody>
</table>

Note: See Appendix to learn how these attributes are measured. Source: O*NET Database.

---

10 The implicit assumption underlying use of this data is that occupations in Canada require similar skills, knowledge and activities to equivalent occupations in the US.
likely will be for the foreseeable future (Table 1). Different occupations require different levels and intensities of these attributes. In principle, occupations for which these attributes are very important or where a high level of performance is required are more difficult to automate. Some portion of these occupations may be computerized but while technology would improve labour productivity, it would be unable to replace people completely.

Conversely, occupations for which the selected attributes are unimportant are more likely to be automated. Automation is, therefore, more likely to replace labour in performing most of the tasks required by those occupations.

There are some occupations that are obviously highly automatable, due to examples of them being automated already – gas station attendants, bank tellers and store cashiers, for example. There are others that are quite obviously not automatable due to a particular human element or specialized set of skills – neurosurgeons or detectives, for example. Most occupations are not fully automatable but they are not completely immune from automation either. To construct a classification of occupations as “automatable,” “not automatable” and “somewhat automatable,” I use the classifications and outputs from four different labour-market automation studies: Autor and Dorn (2013), Josten and Lordan (2019), Frey and Osborne (2013) and Oschinski and Wyonch (2017). With the exception of Autor and Dorn (2013), which used binary classification, automatable or not, these studies classified occupations into three categories – high, medium and low risk of automation. Across the four classification outputs, there were many occupations that were given a similar classification. Those cases form the vector to “train” the algorithm.

The statistical analysis estimates the likelihood an occupation could be automated based on the selected attributes and the classifications in the training vector. The method used is Gaussian Process regression, a basic machine-learning, non-parametric classification and probability-estimation technique. The regression was implemented with the “kernlab” R statistical package (Karatzoglou, Smola and Hornik 2019). The resulting output provides an estimate of the probability that an occupation could be automated. This output, using US occupational codes, is then linked to Canadian labour market data, using the concordance from Frenette and Frank (2017, 2018).

**Automation in Canada’s Labour Market**

The results show that in 2019 about 22 percent of Canadian employment was in jobs highly susceptible to automation, while about 39 percent have low susceptibility. Occupations in health, law, education and community, and government services are the job types least likely to be automated.

---

11 These attributes are the same selected in Oschinski and Wyonch (2016). To validate the selection of non-automatable attributes and test the sensitivity of estimates to that selection, various other sets of attributes – selected in other research using various methods – were used to estimate the likelihood of automation (Autor and Dorn 2013, Josten and Lorden 2019, Frey and Osborne 2013). Attribute selection has marginal effects on the classification of individual occupations but does not significantly affect aggregate results.

12 Lorden and Jorden (2019) classify occupations as “automatable,” “not automatable” and “polarized automatable” but use less granular occupational definitions.

13 See Appendix for detailed explanation of methods used in this analysis.


15 Probability thresholds for categorization are: \([0, 0.36) = \text{low susceptibility}; [0.36, 0.72) = \text{medium susceptibility}; [0.72, 1] = \text{high susceptibility.}\)
Estimates of the potential for automation in Canada’s labour market suggest that 9 percent to 42 percent of workers could be at risk of losing their job due to technological change (Arntz, Gregory and Zierahn 2016, Lamb 2016). The results of this analysis estimate 22 percent of employment at high risk of automation, 13 percent lower than previously estimated with a similar method but a different approach to classification of occupations (Oschinski and Wyonch 2017). With estimates varying so widely, some of the technical differences and their effects on the resulting analyses at least somewhat reconcile the differences. There is more agreement among the various results than is immediately apparent.

Each estimate of the proportion of employment at risk of unemployment due to technological change in the Canadian labour market has made adjustments and improvements to the methods used. Lamb (2016) applied the results of Frey and Osborne (2013) to Canadian data and was the first calculation of a “risk of automation” applied to the Canadian context. Oschinski and Wyonch (2017) used a similar method to previous studies, but a modified set of skill variables and set of occupations classified as “automatable” or “not automatable.” In addition, Oschinski and Wyonch (2017) were the first to link the “risk of automation” with analysis of changes to the composition of employment over time.

The lowest estimate (of which I am aware) of the potential for technology-induced unemployment in Canada is 9 percent (Arntz, Gregory and Zeirahn 2016). This research uses a method quite distinct from that used in the other studies and this analysis (task-based approach including worker skill heterogeneity). A more recent Canadian study using similar methods finds that about 10 percent of the Canadian labour force is at high risk of automation (Frenette and Frank 2020).

The analysis in this study made further adaptations to the methods of calculating the risk of automation for individual occupations. In particular, using the combined results of research yielding different classifications of occupations as “automatable” or not and added a third category of “partially automatable.” The addition of the third category and inclusion of classifications from research using a task-based approach to determine classification resulted in less polarized probability estimates than previous studies using similar methods. In addition, this analysis utilizes an improved concordance between occupational codes (Frenette and Frank 2017, 2018).

The different results from each successive estimate of the effect technology could have on employment should be interpreted as a progressive adaptation of methods and incorporation of new research results. Initial studies produced completely different distributions of estimated probability of automation (Frey and Osborne 2013, Arntz et al. 2016). Each successive study has resulted in estimates that generally fall between the two extremes (Lamb 2016, Oschinski and Wyonch 2017, Frenette and Frank 2020). The analysis in this paper incorporates results from task-based framework analyses (Josten and Lorden 2019 and Autor and Dorn 2013) in addition to those using the occupation-based approach (Frey and Osborne 2013, Oschinski and Wyonch 2017) and incorporates an additional category for analysis. These methodological changes also result in the distribution that falls between the extremes of earlier analyses. With each successive study, the estimated distribution of risk appears to be converging (Figure B1.1).
The differences in estimates of the potential for automation in the Canadian labour market appear to be caused by methodological differences. As more research is conducted, the estimates appear to be converging over time. The earliest estimates ranged from 9 to 42 percent (Lamb 2016, Artnz, Gregory and Zeirahn 2016), but the most recent ones suggest a lower proportion – 10 to 22 percent – of employment in Canada is highly susceptible to automation (Frenette and Frank 2020, Gresch 2020, results of this analysis). Regardless of the estimation method or proportion of employment estimated to be at high risk of automation, there are many factors that affect the rate of adoption of new technologies such as the prevailing competitive environment, competitiveness of the labour market, resources available for new capital investments. Being employed in an occupation that could be theoretically automated does not necessarily translate to those jobs being automated in the near future due to the complexity of adapting automating technologies to new applications and real-world cultural and economic factors.

Notably, the estimated proportion of high-risk employment is lower than found in previous studies using similar methods: Lamb (2016) and Oschinski and Wyonch (2017) estimated the proportion of employment at high risk of being automated as 42 percent and 35 percent, respectively (see Box 1 for further discussion of comparative results.). Furthermore, this analysis’s estimated results for 2019 are more favourable than was projected by Oschinski and Wyonch (2017) (Figure 4).

Meanwhile, the proportion of employment at low risk of automation, 40 percent, is slightly higher than previous studies. The proportion of employment at high risk of automation is significantly lower than previous analyses using similar methods, but there were no significant increases in Canadian unemployment during the period between studies. The difference between the results could be explained by a number of different factors. For example, automation could be progressing faster than previously thought, since the proportion at high risk is declining more quickly than previously projected. In that case, the lack of significant unemployment growth during the 2015 to 2019 period signals that employment in Canada has been adapting to the potential for automation over time.\(^\text{16}\)

To project the effects of technological change and automation on Canada’s labour market in the years to come, I use data from the Canadian Occupational Projection System for employment

---

\(^{16}\) It is also worth noting that results calculated for this analysis combine the classifications of multiple research papers on automation. The resulting estimates are less polarized than those from Oschinski and Wyonch (2017), meaning that a larger proportion of occupations were classified here as “medium risk.” This difference had a larger effect on “high-risk” than “low-risk” employment due to the composition of Canada’s labour market. The estimated probability that an occupation could be automated was calculated using the classifications individually and in combination. Results from the combined classification fall between extremes for all occupations.
Box 1: Continued

Figure B1.1: Comparing Estimated Distributions of Risk of Automation and Employment

Percent of Employment

Probability of Automation (percent)

Lamb (2016)
Frey and Osborne (2013)*
Oschinski and Wyonch (2017)
Arntz et al. (2016)*
Current analysis

*Estimate for US labour market.
Sources: Author’s calculations, Oschinski and Wyonch (2017), Arntz, Gregory and Zeirahn (2016), Lamb (2016) and Frey and Osborne (2013).

forecasts. To model the effects of automation on employment growth, I assume a 2.1 percent annual adoption rate, equivalent to the projected average growth rate in productive capital stock across OECD countries (OECD 2019). These projections represent employment effects from 2020 technology levels and do not include changes to, or projections for, future technology levels. They are based solely on the ongoing adoption of current technologies. If fundamental breakthroughs are made related to the attributes identified as difficult or impossible to automate, it would alter the

17 The COPS projections include current employment data and projections of future trends in job openings and job seekers by occupation at the national level. The latest projections cover the 2019-2028 period. Employment data for past years is sourced from the Forum for Labour Market Ministers Labour Market Information Toolkit (2016).

18 $\text{emp}_{2020} = (\text{emp}_{2019} \times \text{growth}_{2019}) - (\text{risk} \times \text{adoptionrate} \times \text{emp}_{2019})$ calculated for each occupation, then aggregated to project total employment composition by risk category. To test the sensitivity of the projections to the assumption of a 2.1 percent technology adoption rate, I also projected adoption rates of 1.7 percent and 4.3 percent, representing 2019 growth in Canadian productive capital stock and highest growth in productive capital stock among OECD countries. Projection results using different adoption rates can be found in the Appendix (Table A4).
### Table 2: Employment Susceptibility to Automation by Occupation Type (2019)

<table>
<thead>
<tr>
<th>Occupation Type</th>
<th>Average Risk of Automation (percent)</th>
<th>Share of Total Employment (percent)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Natural Resources and Agriculture</td>
<td>74</td>
<td>2.9</td>
</tr>
<tr>
<td>Manufacturing and Utilities</td>
<td>70</td>
<td>5.1</td>
</tr>
<tr>
<td>Business, Finance and Administration</td>
<td>57</td>
<td>17.5</td>
</tr>
<tr>
<td>Sales and Service</td>
<td>54</td>
<td>27.2</td>
</tr>
<tr>
<td>Trades, Transport and Equipment Operators</td>
<td>52</td>
<td>15.9</td>
</tr>
<tr>
<td>Natural and Applied Sciences</td>
<td>32</td>
<td>8.6</td>
</tr>
<tr>
<td>Arts, Culture, Recreation and Sport</td>
<td>26</td>
<td>3.1</td>
</tr>
<tr>
<td>Health</td>
<td>22</td>
<td>7.8</td>
</tr>
<tr>
<td>Education, Law, Social, Community and Government Services</td>
<td>19</td>
<td>11.9</td>
</tr>
</tbody>
</table>

Sources: Canadian Occupational Projection System (COPS) 2019, author’s calculations.

### Figure 3: Employment Automation Risk, by Occupation Type (2019)

Source: Author’s calculations.
susceptibility to automation of many occupations and would, therefore, also alter projected employment.

Furthermore, these projections show compositional change in employment in the coming years. In 2020, about 40 percent of employment is in jobs that are unlikely to be fully automated (Figure 5). By 2028, this proportion is projected to increase to 43 percent of the labour market, with about 490,000 new jobs created.

Employment in occupations categorized as at medium or high risk of automation is projected to decline collectively by about 580,000. Depending on the rate of adoption of new technology, the estimated change in jobs as a result of technological change ranges from a net gain of 90,000 to a net loss of 1.38 million, with a 2.1 percent annual adoption rate corresponding to a net decline of 90,000 jobs. One important limitation of these projections is that they don’t account for job growth due to the development of new innovative technologies or the creation of new occupations related to current technologies.

Further, since projected growth is sourced from COPS, it is worth noting that previous projections have tended to undershoot actual job creation.19 These projections should be interpreted only as the decline in employment due to technological change, not growth in employment due to the creation of new jobs or further technological developments. Even so, these estimates suggest that only about 4 percent of current employees are at risk of losing their jobs due to automation over the next eight years. This is significantly less dire than previous

19 For example, 2015 projections for employment estimated total employment of 18.72 million in 2020, 2017 projections estimated 2020 employment at 18.8 million and 2019 projections predicted total 2020 employment at 19.1 million.
predictions that about four in 10 workers could lose their jobs within a similar time frame.\textsuperscript{20}

Overall, there is a relatively low risk of unmanageable disruption in the labour market due to automation in the near future. However, since the provinces have different economic and labour market compositions, some may be more susceptible to automation than others. In 2019, employment data by province showed a similar risk profile across the country (Figure 6). A slightly larger proportion of employment is in occupations at a high risk of being automated in PEI and Saskatchewan, while Ontario had the highest proportion of employment at low risk\textsuperscript{21} (see Box 2 for further discussion of provincial results).

**Figure 5: Change in Employment Composition Over Time**

![Graph showing employment composition over time](image)


### Automation and Equality: Income, Age and Individual Characteristics

Aside from concerns of future mass technological unemployment, it is possible that automation could have different effects for different population groups. The occupations that are more likely to be automated generally contain more well-defined tasks and repetition, such as those in manufacturing. Historically, employees in those occupations account for a significant portion of middle-income jobs for those without advanced degrees and a university education. South of the border, middle-income jobs declined relative to both low- and high-wage jobs since the 1990s\textsuperscript{22} (Cheremukhin

\textsuperscript{20} Lamb (2016) stated that 42 percent of all Canadian jobs were highly susceptible to automation within a decade.

\textsuperscript{21} These differences are not statistically significant.

\textsuperscript{22} In particular, following economic downturns in 1990-1991, 2001, 2008-2009 middle-income jobs did not recover during the expansions that followed, unlike earlier downturns (Cheremukhin 2014).
2014), and technology change has been identified as one of the factors driving the hollowing out of middle-income employment (Autor, Levy and Murnane 2003, Autor and Dorn 2013). In Canada, however, growth of low-income jobs has been outpaced by growth in both middle- and high-income jobs (Green and Sand 2015). That means Canada has not experienced wage polarization similar to the US, at least until recently.

To determine if automation and technological change is likely to increase wage polarization in Canada, I use employment income data from the 2016 Census and match median income levels for each occupation to their estimated likelihood of automation (Figure 7). There is little relationship between income and susceptibility to automation in Canada, which suggests that wage differences are not the mechanism by which technology affects inequality.

However, technological change could affect inequality via compositional changes to the labour market over time. Research indicates that compositional changes to the labour market explain a larger portion of the changes in inequality related to technological advancements than changes to wages. As Kaltenberg and Foster-McGregor (2020) explain:

Workers are moving away from low-paying, high- and medium-automation risk jobs towards higher-paying low-automation risk jobs, but this shift is increasing inequality. Jobs that are at high risk of being automated tend to have relatively similar wage levels, while jobs that are less likely to be automated have a much higher dispersion of wages. Thus, as workers move into jobs that are less likely to be automated, inequality rises.

It is likely that compositional changes in employment due to technological change could have income-equality effects in Canada. Across education levels, a lower level is related to higher risk of automation and lower wages. The dispersion of wages is higher in jobs at low risk of automation than for jobs at high risk (Table 3). Furthermore, the dispersion of wages across risk categories increases with level of education. Together, these results suggest that technological change contributes to income inequality predominantly through compositional changes to the labour market, as opposed to changes in wages.

Technological change can have inequality implications aside from wages (Kaltenberg and Foster-McGregor 2020). While technology itself doesn’t discriminate based on age, younger workers have more of an incentive to adapt than older workers, who may choose to retire instead of investing in new skills and training. Older and younger workers are also employed in different jobs, meaning the risk profile of automation differs across age groups (Figure 8). Only about 14 percent of workers aged 15-24 years are employed in occupations with a low risk of automation, compared to about 43 percent of workers aged 55-64. Conversely, only about 16 percent of workers aged 55-64 are employed in occupations at high risk of automation, while nearly half (46 percent) of young workers are highly susceptible to automation.

This result makes intuitive sense: since older workers have significantly more experience than those who have recently entered the labour market, they are more likely to have progressed to positions requiring higher skill levels and more likely to manage nuanced decisions related to resource and people management. They are, therefore, less likely to be in occupations subject to automation. Workers aged 15 to 24 are more likely to be employed part-time and are likely actively acquiring new knowledge and skills through education. With the exception of arts, culture, recreation and sports-related occupations, younger workers are employed in occupations more likely to be automated (Table 4). Older workers, those 55-to-64 years of age, are less likely to be automated if they are employed in business, finance, administration, sales and customer service occupations.

To further investigate the relationship between automation and equity in the labour market, I calculate the proportion of employment in each risk category for different individual characteristics:
Comparing the provincial results calculated in this study with those from similar but more comprehensive analysis in Wyonch (2018) shows a decline in the average risk of automation (See Box 1 for discussion of technical differences and the affects on results between studies). Similar changes to the risk of increasing unemployment related to technology adoption results in only marginal relative differences in risk profiles of provincial labour markets between the two studies. Wyonch (2018) also found that PEI and Saskatchewan are the provinces most likely to experience labour market disruption due to technological change.

One notable observation from comparing the results of the two analyses is that the provinces that had the highest average-risk and highest proportion of employment in “high-risk” occupations in 2016 showed slightly larger declines in average-risk (Figure B2.1) but not in the proportion of employment at high risk when comparing the results of the current analysis to the former (Figure B2.2). Without deeper analysis, it is difficult to determine the cause of these differences and how best to interpret them. It is likely that employment in “high risk” occupations in the provinces more at risk of labour market disruption is more concentrated in occupations that have a higher likelihood of automation within the “high risk” category, relative to other provinces.

This analysis should be interpreted as a comparative risk assessment. When compared to the results of previous analysis, the relative risk between provinces remains largely unchanged. This result suggests that technological adoption has resulted in similar changes to provincial labour markets with respect to the risk of disruption. The effects of automation are likely to differ between provinces, even if similar proportions of the labour market could potentially be automated. As previously mentioned, an aging population is a driver of the adoption of automating technologies (Acemoglu and Restrepo 2019). Immigration can have ambiguous effects on the adoption of automating technologies. High-skill immigration can contribute to the adoption of automating technologies, but also decreasing wage inequality (Jaimovich and Siu 2017). Low-skilled immigration conversely contributes to slower adoption of automating technologies (Lewis 2011). The progression of technology adoption is affected by demographics, employment and labour market policy, industrial regulation, market dynamics and technical barriers.
Box 2: Continued

**Figure B2.1: Comparing Estimates: Average Risk of Automation, by province**

**Figure B2.2: Comparing Estimates: Proportion of Employment at High Risk of Automation, by province**

Source: Author’s calculations.
gender, race and immigration status (Figure 9).\(^{23}\) Results show some variation in the proportions of employment at high, medium and low risk of being automated, but generally provide a similar picture across groups. The proportion of employment at low risk of automation is lower than the Canadian average for both Black and Indigenous\(^{24}\) individuals.

Indigenous workers in particular have higher average likelihood of being automatable with the exception of those in natural-resource extraction, agriculture, trades or transport occupations (Table 5). Workers who identify as visible minorities employed in education, community, government and legal services, and trades and transport occupations are more likely to be automated than average for those occupations.

Results from occupation-level analysis, using a different underlying method for calculating the likelihood of automation, show that visible minority, Indigenous, female and youth workers are over-represented in occupations that are at a high risk of being automated (Gresch 2020). Over-representation of these groups in such occupations is likely one of the main drivers of the different risk profiles between groups at the aggregate level shown here.

---

\(^{23}\) The data sources and language used throughout this discussion reflect categorizations that do not reflect distinctions between biological sex and gender identity, visible minorities and racialized persons, and utilizes a single category for Indigenous peoples and does not reflect heterogeneity within different groups. The author would like to acknowledge these distinctions and that the language used in this analysis reflects data definitions of Statistics Canada.

\(^{24}\) Indigenous refers to the statistical definition of “Aboriginal” and includes First Nations, Metis and Inuk peoples. These are the three groups defined as the Aboriginal peoples of Canada in the Constitution Act, 1982, Section 35 (2).
Figure 7: Automation Risk and Income

Table 3: Automation Risk, by Education and Income

<table>
<thead>
<tr>
<th></th>
<th>Total</th>
<th>Below Secondary</th>
<th>Secondary Education</th>
<th>Apprenticeship/Trade</th>
<th>College</th>
<th>University, below Bachelor’s</th>
<th>Bachelor’s and Graduate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percent of employment by automation risk category</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low Risk</td>
<td>36</td>
<td>13</td>
<td>21</td>
<td>20</td>
<td>36</td>
<td>43</td>
<td>64</td>
</tr>
<tr>
<td>Medium Risk</td>
<td>41</td>
<td>46</td>
<td>46</td>
<td>57</td>
<td>43</td>
<td>38</td>
<td>27</td>
</tr>
<tr>
<td>High Risk</td>
<td>23</td>
<td>41</td>
<td>33</td>
<td>23</td>
<td>21</td>
<td>19</td>
<td>10</td>
</tr>
<tr>
<td>Average Risk</td>
<td>50</td>
<td>65</td>
<td>60</td>
<td>56</td>
<td>50</td>
<td>46</td>
<td>46</td>
</tr>
<tr>
<td>Median Annual Income ($)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low Risk</td>
<td>71,000</td>
<td>52,000</td>
<td>59,000</td>
<td>59,000</td>
<td>65,000</td>
<td>68,000</td>
<td>75,000</td>
</tr>
<tr>
<td>Medium Risk</td>
<td>56,000</td>
<td>44,000</td>
<td>50,000</td>
<td>54,000</td>
<td>56,000</td>
<td>55,000</td>
<td>58,000</td>
</tr>
<tr>
<td>High Risk</td>
<td>47,000</td>
<td>41,000</td>
<td>47,000</td>
<td>48,000</td>
<td>49,000</td>
<td>50,000</td>
<td>49,000</td>
</tr>
</tbody>
</table>

Sources: Author’s calculations, COPS (2019).
Sources: Census (2016), author’s calculations.
The risk profile for immigrant employment is very similar to the Canadian average, though their employment profile gives a slight advantage in natural and applied science occupations and a slight disadvantage in education, law, community and government service occupations.

Men and women face a similar average risk of automation, but female employment is more polarized – women are employed in both high- and low-risk occupations in larger proportions than men. Female workers in business, finance, administration, manufacturing and utilities occupations are, on average, more susceptible to automation. Meanwhile, male workers employed in business, finance and administration occupations are eight percent less likely to be automated than the average for those occupations.

**Discussion and Policy Implications**

About one in five Canadian workers (22 percent) are employed in a job that could theoretically be automated. By 2028, projections indicate that employment in these occupations will decline by only about 90,000 jobs. Meanwhile, jobs that are only somewhat susceptible to automation (medium risk) make up about 40 percent of current employment. This proportion is projected

---

Gender-specific language is used interchangeably with biological sex. While this use of language could be considered exclusionary of transsexual and non-binary individuals, the author is uncertain about proportion of survey respondents’ who chose to identify their biological sex or their gender identity. Throughout this discussion, “men” refers to respondents reporting “male” as their sex.
to decline slightly to about 37 percent by 2028. These projections are within the range of estimates calculated in past research and indicate that the pace of technological change is unlikely to create significant technology-induced unemployment in the near future. Furthermore, they indicate that the labour market has been adapting to technological change over time and is likely to continue along a similar trajectory. The COVID-19 health crisis, however, has recently caused significant economic and labour market disruption due to the restrictions necessitated to combat the pandemic. This shock will also likely affect the dynamics of technology adoption and its associated labour market effects, at least in the short term (See Box 3).

The analysis of automation susceptibility by individual characteristics indicates that Black and Indigenous Canadians are employed in occupations that are highly susceptible to automation in higher proportions than the population average. Other research has found that Indigenous and visible minority individuals\(^\text{26}\) make lower wages than

---

\(^{26}\) Visible minority classification does not include Indigenous persons nor those who are not members of a visible minority group. Visible minority groups are: South Asian, Chinese, Black, Filipino, Latin American, Arab, Southeast Asian, West Asian, Korean, Japanese, multiple visible minorities and visible minorities not included elsewhere – for example “Tibetan”, “Guyanese”, “Polynesian”, etc.
Box 3: COVID-19 and Automation

The COVID-19 pandemic resulted in unprecedented restrictions on economic activity and increased the risks and costs associated with physical interaction. The long-term effects of the pandemic on labour market conditions and technology adoption are not yet known. But the necessity of physical distancing has already resulted in significant changes to business practices.

COVID-19 and the associated economic restrictions have disproportionally affected more vulnerable populations: people with informal or precarious employment, hourly-wage essential workers and elderly people living in institutional settings in particular. The ability to work from home and maintain employment income while in isolation is predominantly a privilege of higher-income professionals. The pandemic and associated shock are both likely to contribute directly to increasing income inequality. In addition, many businesses are actively transitioning their operations to a more digital model: expanding online shopping or installing automating technologies to minimize the need for physical contact between staff, for example. As a result, it is likely that some of the job losses resulting from the pandemic will not return. The continuing threat of COVID-19 and ongoing investments in automating or digitizing operations also mean some businesses are not likely to return to their pre-pandemic practices following the crisis.

The pandemic will also affect population demographics. The elderly population has experienced much higher infection and mortality rates. The emergency measures implemented to control the spread of infection resulted in significant disruption to the flow of labour and goods across international borders. These factors could increase or decrease the rate of technology adoption and income inequality, given the interrelated effects of demographics and immigration on technology adoption and automation.

The economic disruption caused by the pandemic, combined with the short-term necessity of adapting operations to emergency measures, suggests that there has been significant investment in automating technologies that will likely continue in the short term. Following the initial crisis period, however, it is likely that the pace of automation will slow due to the combined factors of an excess supply of labour and limited resources for further capital investments.

white male Canadians (Schirle and Sogaolu 2020). Indigenous individuals are already at a disadvantage as measured by skills and educational attainment, compared to non-Indigenous Canadians (Mahboubi 2019). It is likely that the relatively higher susceptibility to automation is related to the worse average employment outcomes of Black and Indigenous people relative to the Canadian average.

Men, women and immigrants, however, face a similar average risk from automation. Overall, the differences are not large enough to warrant targeted pre-emptive policies specifically to prevent technological unemployment for particular groups. Instead, the inequality effects of automation could be indirectly addressed through education and labour-market policies that target inequality more broadly. The higher risk of automation for Black and Indigenous Canadians is more likely related to prevailing labour market gaps than to automating technologies specifically. The results do, however, suggest that technological change is likely to affect Indigenous and Black employment, particularly
Figure 9: Automation Risk, Individual Characteristics

Table 5: Automation Risk and Individual Characteristics, by Occupation Type

<table>
<thead>
<tr>
<th>Occupation Type</th>
<th>Total (percent)</th>
<th>Female</th>
<th>Male</th>
<th>Indigenous</th>
<th>Immigrant</th>
<th>Minority</th>
<th>Black</th>
<th>Employment (percent)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(Difference from Average)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education, Law, Social, Community and Government Services</td>
<td>18.8</td>
<td>-0.5</td>
<td>0.9</td>
<td>1.8</td>
<td>1.3</td>
<td>2.6</td>
<td>2.8</td>
<td>11.9</td>
</tr>
<tr>
<td>Health</td>
<td>24.0</td>
<td>0.2</td>
<td>-0.6</td>
<td>1.4</td>
<td>0.7</td>
<td>1.0</td>
<td>-0.3</td>
<td>7.8</td>
</tr>
<tr>
<td>Arts, Culture, Recreation and Sport</td>
<td>29.2</td>
<td>-0.1</td>
<td>0.1</td>
<td>1.9</td>
<td>1.2</td>
<td>-0.5</td>
<td>-0.8</td>
<td>3.1</td>
</tr>
<tr>
<td>Natural and Applied Sciences</td>
<td>31.2</td>
<td>-0.7</td>
<td>0.2</td>
<td>5.6</td>
<td>-2.6</td>
<td>-2.6</td>
<td>0.0</td>
<td>8.6</td>
</tr>
<tr>
<td>Trades, Transport and Equipment Operators</td>
<td>58.4</td>
<td>-2.3</td>
<td>0.2</td>
<td>1.4</td>
<td>1.7</td>
<td>3.5</td>
<td>4.8</td>
<td>15.9</td>
</tr>
<tr>
<td>Sales and Service</td>
<td>59.2</td>
<td>2.1</td>
<td>-2.6</td>
<td>3.9</td>
<td>-0.1</td>
<td>1.1</td>
<td>4.2</td>
<td>27.2</td>
</tr>
<tr>
<td>Business, Finance and Administration</td>
<td>61.1</td>
<td>3.7</td>
<td>-8.2</td>
<td>5.1</td>
<td>-0.7</td>
<td>-0.7</td>
<td>0.4</td>
<td>17.5</td>
</tr>
<tr>
<td>Manufacturing and Utilities</td>
<td>67.0</td>
<td>3.7</td>
<td>-1.5</td>
<td>3.3</td>
<td>2.4</td>
<td>4.2</td>
<td>5.7</td>
<td>5.1</td>
</tr>
<tr>
<td>Natural Resources and Agriculture</td>
<td>77.5</td>
<td>4.6</td>
<td>-1.2</td>
<td>-4.9</td>
<td>0.5</td>
<td>-1.3</td>
<td>-4.9</td>
<td>2.9</td>
</tr>
</tbody>
</table>

Note: Bold text indicates statistically significant difference from the average (95 percent confidence).
Sources: Census (2016), COPS (2019), author’s calculations.
those in sales, customer service, law, education, social, community and government service occupations.

Previous research has indicated that technology may be a driving factor in growing wage inequality. However, the risk of automation is not related to median wages in Canada. Still, there is some evidence that technological change could increase inequality through compositional changes to the labour market. These results suggest that education is a critical factor in addressing relative risk of being automated out of a job for more vulnerable population groups.

Overall, these findings indicate that Canada’s labour market is adapting to technological change over time and is likely to continue to do so in the future. It has been a few years since we heard predictions of mass technological unemployment within a decade. This analysis yields no evidence of accelerating technological change negatively affecting the labour market. Furthermore, the likelihood of mass technological unemployment in the near future remains low.

As a result, this analysis suggests that the appropriate role for government is moderating the negative effects of technological change for those that are affected in the short term. Existing policies that provide job training and income support for unemployed and low-income people provide a buffer against economic hardship (technology-induced or otherwise). However, with growth in non-standard employment, traditional job-support policies may not be available to all workers impacted by automation. The Canadian Emergency Support Benefit (CERB), an emergency income-support program for individuals affected by the COVID-19 pandemic was in part created to address coverage gaps in Employment Insurance. Following the current crisis, the government should analyze the effects of CERB and use insights from the unfortunately necessary natural experiment to modernize employment insurance and address income and employment-support gaps.
APPENDIX:

ANALYSIS METHOD: BAYESIAN GAUSSIAN PROCESS REGRESSION

This Commentary’s aim is to estimate the likelihood that a given occupation can be automated, based on its skill content. The O*Net database used contains detailed information for 954 occupations, including the level of each skill required and importance of that skill to the job, as well as the level of various activities required.

The conceptual basis for the model is that there are some skills or tasks where humans still dominate robots. Jobs that require high levels of these skills cannot be fully automated, as humans are still better than machines at completing the job tasks. Conversely, jobs that do not require these skills, or where the skill is not important to the job, are more likely to be automatable.

The skill variables described in Table 1 fully specify an explanatory variable set or a feature vector for each occupation. The dependent variable (whether or not a job is automatable) is incomplete and, for the most part, unknown. I only know which jobs are fully automatable and, with some certainty, the jobs that are currently impossible to automate. For those jobs that are partially automatable, the level is unknown.

To handle this difficulty with the data, I employ a Bayesian Gaussian process regression, which is a powerful kernel-based classification method. It is a method that uses “training data” – the information about which I am certain – to probabilistically determine the remaining unknown values. This method also does not limit the relationship between skills and the potential for automation to constant relationships (ie. how much a certain skill effects the chances of being automated is not constant over all automation levels).

There are some important limitations to this method of analysis. The results should be interpreted as the probability that an occupation could be automated in theory, or the approximate percentage of a given occupation that could be automated. It does not account for growth in demand as a result of labour-productivity improvements nor the creation of new occupations as a result of technological change. Despite these limitations, analyses of automation in the Canadian labour market have used some variant of a similar regression analysis, allowing for the current analysis to be compared to previous results.

A Gaussian process is defined as a collection of random variables, any finite number of random variables that have a joint Gaussian distribution (Rasmussen and Williams 2006). Gaussian processes have been extensively used for many different variants of nonparametric estimation (Seeger 2002). In addition, this method has been applied to estimate occupations’ susceptibility to automation in previous studies (Frey and Osborne 2013, Oschinski and Wyonch 2017).

A classification of some occupations as fully automatable ($y_i = 1$), not automatable ($y_i = 0$) or partially automatable ($y_i = 0.5$) is required to “train” the model. To develop a classification, I use the output classification results of previous studies on occupational automation: Autor and Dorn (2013), Josten and Lorden (2019), Frey and Osborne (2013) and Oschinski and Wyonch (2017). With the exception of Autor and Dorn (2013), which used binary classification, these studies classified occupations into three categories. Across the classification outputs, there were many occupations that were given a similar classification. Those were

27 For an extensive discussion of the applications and theory of Gaussian processes for machine learning and statistical analysis, see Rasmussen & Williams (2006).
classified equivalent to previous research. Occupations that were classified as “medium risk” in the studies using trinary classification were classified similarly for the training set, ignoring the binary classification from Autor and Dorn (2013) in these cases. Where previous research did not agree on a particular classification, no class was designated in the training data. This effectively combines the information about occupational automation that has been consistent across different methods of analysis.

The training data set is defined by $\mathcal{D} = (X, y)$, where $X$ is the matrix of feature vectors and $y$ gives the associated class label. Each element $x_{ij}$ of $X$ represents the level of each skill $(j)$ required, weighted by the importance of that skill to the specified occupation $(i)$. I assume $\mathcal{D} = (X, y), x_i \in \mathbb{R}^9, y_i \in \{0,1\}$ is a noisy independent, identically distributed sample from latent function $f: x \to \mathbb{R}$ where $w = P(y|f)$ where $w$ denotes the noise distribution.

Given dataset of observations, $\mathcal{D} = \{(x_i, y_i) \mid i = 1, 2, \ldots, n\}$, we wish to make predictions $(y_*)$ for new input features $X_*$ that are not in the training set $\mathcal{D}$. To estimate $y_*$, I employ a zero-mean Gaussian process prior ($w \sim \mathcal{N}(0, \Sigma)$) and a generative Bayesian method. The process gives a prior probability weight to every possible function that describes the relationship specified by $\mathcal{D}$, where higher probabilities are assigned to functions I consider more likely. The likelihood of a function is determined by its relative proximity to training data points and the prior specification that fixes the properties of functions to be considered for inference.

The model is then computed by:

1. Introduce $\phi(x)$ which maps input vector $x$ into an $N$-dimensional feature space. Further, let $\Phi(X)$ be the aggregation of the columns $\phi(x)$. The model is defined by:

$$f(x) = \phi(x)^T w$$

2. Conditioning the prior distribution on the data $\mathcal{D}$, resulting in a posterior distribution:

$$p(w|y, \Phi(X)) = \frac{p(y|\Phi(X), w)p(w)}{p(y|\Phi(X))}$$

$$p(w|y, \Phi(X)) \sim \mathcal{N}\left(\overline{w} = \frac{1}{\sigma_w^2} A^{-1} \Phi(X)y, A^{-1}\right)$$

Where $A = \sigma_n^2 \Phi(X)\Phi(X)^T + \Sigma^{-1}$

3. The marginal posterior is the predictive distribution.

$$f_*|x_*, \mathcal{D} = \int p(f_*|\phi_*, w)p(w|\Phi, y)dw \sim \mathcal{N}\left(\frac{1}{\sigma_n^2} \phi_*^T A^{-1} \Phi y, \phi_*^T A^{-1} \phi_*\right)$$

Where $\Phi = \Phi(X)$ and $\phi_* = \phi(x_*)$
An alternative formulation is given by:

\[
f_\ast | x_\ast, D \sim N(\Phi^T \Sigma \Phi (K + \sigma_n^2 I)^{-1} y, \ \Phi^T \Sigma \Phi - \Phi^T \Sigma \Phi (K + \sigma_n^2 I)^{-1} \Phi^T \Sigma \Phi)\]  

(5)

Where \( K = \Phi^T \Sigma \Phi \)

Notice that in equation (5) the feature space always enters in a form that dictates entries in the matrices are of the form \( \phi(x)^T \Sigma \phi(x') \) where \( x \) and \( x' \) are in either the training set or the test set.

Let \( k(x, x') = \phi(x)^T \Sigma \phi(x') \) be the kernel or covariance function. The specification of a covariance function implies a distribution over functions. A Gaussian process is completely specified by its mean function and covariance function.

\[
f(x) \sim \text{GP} (m(x), k(x, x'))
\]

(6)

\[y = f(x) + \epsilon\]

(7)

For our model \( f(x) = \phi(x)^T w \) with prior \( w \sim N(0, \Sigma) \) I have mean and covariance

\[
E[f(x)] = 0
\]

\[
E[f(x)f(x')] = (x)^T \Sigma \phi(x') = k(x, x')
\]

(9)

Notice, the covariance between outputs is a function of inputs. I define the kernel as the squared exponential covariance function:

\[
k(x, x') = \exp \left(-\frac{1}{2} |x - x'|^2 \right)
\]

(10)

Assuming additive, identically distributed Gaussian noise with variance \( \sigma^2 \), the prior on noisy observations becomes:

\[
cov(y) = K(X, X) + \sigma_n^2 I.
\]

(11)

The free parameter \( \sigma_n^2 \) is referred to as a hyperparameter to emphasize that it refers to a parameter of a non-parametric model. The parameters (weights) of the underlying parametric model have been integrated out.

To compute the model, I employ the “kernlab” R package (Karatzoglou, Smola and Hornik 2019). Specifically, I use the “gausspr” function, an exponentiated quadratic covariance (radial basis function kernel = “rbfdot”) and an optimized hyperparameter selection. The accuracy of the model is estimated by a 10-fold cross validation error, which yields an error estimate of 0.09 on predicted probabilities.

**Attribute Selection and Sensitivity Analysis**

The attributes selected as barriers to automation in the main analysis are detailed in Table 1. There are, however, additional factors that could affect the likelihood that an occupation could be automated (Table A1). Similarly, results will be affected by the classification given for occupations in the training set.
### Table A1: Attributes that Pose Barriers to Automation

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social Perception</td>
<td>Being aware of others’ reactions and understanding why they react as they do.</td>
</tr>
<tr>
<td>Originality</td>
<td>The ability to come up with unusual or clever ideas about a given topic or situation, or to develop creative ways to solve a problem.</td>
</tr>
<tr>
<td>Assisting and Helping Others</td>
<td>Providing personal assistance, medical attention, emotional support or other personal care to others such as coworkers, customers, or patients.</td>
</tr>
<tr>
<td>Philosophy</td>
<td>Knowledge of different philosophical systems and religions. This includes their basic principles, values, ethics, ways of thinking, customs, practices and their impact on human culture.</td>
</tr>
<tr>
<td>Initiative</td>
<td>Willingness to take on responsibilities and challenges.</td>
</tr>
<tr>
<td>Leadership</td>
<td>Willingness to lead, take charge, and offer opinions and direction.</td>
</tr>
<tr>
<td>Innovation</td>
<td>Creativity and alternative thinking to develop new ideas for and answers to work-related problems.</td>
</tr>
<tr>
<td>Adaptability and Flexibility</td>
<td>Being open to change (positive or negative) and to consider variety in the workplace.</td>
</tr>
<tr>
<td>Independence</td>
<td>Developing one’s own way of doing things, guiding oneself with little or no supervision and depending on oneself to get things done.</td>
</tr>
<tr>
<td>Complex Problem Solving</td>
<td>Identifying complex problems and reviewing related information to develop and evaluate options and implement solutions.</td>
</tr>
<tr>
<td>Resolving Conflict and Negotiating with Others</td>
<td>Handling complaints, settling disputes and resolving grievances and conflicts, or otherwise negotiating with others.</td>
</tr>
<tr>
<td>Repairing or Maintaining Electronic or Mechanical Equipment</td>
<td>Servicing, repairing, calibrating, regulating, fine-tuning or testing machines, devices, equipment, and moving parts.</td>
</tr>
<tr>
<td>Public Speaking or Interpreting the Meaning of Information for Others</td>
<td>Frequency of public speaking, translating or explaining what information means and how it can be used.</td>
</tr>
<tr>
<td>Developing Objective Strategies</td>
<td>Establishing long-range objectives and specifying the strategies and actions to achieve them.</td>
</tr>
</tbody>
</table>

Source: O*NET Database.
## Table A2: Models Specifying Different Attributes Posing Barriers to Automation

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Main analysis</th>
<th>Expanded attribute selection</th>
<th>Work activities only</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attributes</td>
<td>Social perception, originality, assisting and helping others, knowledge of philosophy, initiative, leadership, innovation, independence, adaptability and flexibility</td>
<td>Social perception, originality, assisting and helping others, initiative, leadership, innovation, independence, adaptability and flexibility, complex problem solving, resolving conflict and negotiating with others, repairing and maintaining equipment, public speaking and developing objective strategies</td>
<td>Assisting and helping others, complex problem solving, resolving conflict and negotiating with others, repairing and maintaining equipment, and developing objective strategies</td>
</tr>
<tr>
<td>Mean Automation Risk Across Occupations (unweighted %)</td>
<td>48.4</td>
<td>45.7</td>
<td>46.1</td>
</tr>
</tbody>
</table>

### Correlation of Estimated Probability of Automation (Model output)

<table>
<thead>
<tr>
<th></th>
<th>Main Analysis</th>
<th>Expanded Attribute Selection</th>
<th>Work Activities only</th>
</tr>
</thead>
<tbody>
<tr>
<td>Main Analysis</td>
<td>1</td>
<td>0.954</td>
<td>0.889</td>
</tr>
<tr>
<td>Expanded Attribute Selection</td>
<td>0.954</td>
<td>1</td>
<td>0.921</td>
</tr>
<tr>
<td>Work Activities only</td>
<td>0.889</td>
<td>0.921</td>
<td>1</td>
</tr>
</tbody>
</table>

Source: Author’s calculations.

## Table A3: Models Specifying Different Input Classifications – Correlation and Average Risk of Automation

<table>
<thead>
<tr>
<th></th>
<th>Oschinski and Wyonch</th>
<th>Frey and Osborne</th>
<th>Meta</th>
<th>Autor and Dorn</th>
<th>Josten and Lorden</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oschinski and Wyonch</td>
<td>1</td>
<td>0.93659</td>
<td>0.943999</td>
<td>0.636234</td>
<td>0.822301</td>
</tr>
<tr>
<td>Frey and Osborne</td>
<td>1</td>
<td>0.93865</td>
<td>0.642068</td>
<td>0.803695</td>
<td></td>
</tr>
<tr>
<td>meta</td>
<td>1</td>
<td>0.828096</td>
<td>0.941843</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Autor and Dorn</td>
<td></td>
<td></td>
<td>1</td>
<td>0.861623</td>
<td></td>
</tr>
<tr>
<td>Josten and Lorden</td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Unweighted average automation risk</td>
<td>0.56</td>
<td>0.54</td>
<td>0.48</td>
<td>0.40</td>
<td>0.41</td>
</tr>
</tbody>
</table>

Source: Author’s calculations.
The attributes listed as barriers to automation are those identified by similar research studies included in the analysis. A selection of these attributes is included in the main analysis. Alternative analysis using an expanded selection and one that includes work activities only (similar to Autor and Dorn 2013) shows that addition or removal of individual attributes has little effect on aggregate results (Table A2). It does, however, have marginal effects on the classification of particular occupations as low, medium or high risk of automation.

Skills or attributes that enable humans to work with technology but could also be performed by computers or machines, such as data analysis and pattern recognition, are ambiguous in their impact on automation. For attributes or skills to pose a barrier to automation, by definition, machines/computers cannot outperform humans at them. Analytical skills or digital competencies are likely to be growing aspects of many, if not all occupations as technology continues to be developed and adopted. A recent report from the UN Industrial Development Organization summarizes the relationship between human skills and automating technologies (p. 75):

“Technological change tends to favour skills that are complementary to the new technology (Acemoglu 2002, Rodrik 2018). Even if debate on the set of skills that will be required to perform with ADP technologies is still open, the needed skills are expected to be biased towards three broad categories: analytical, technology-related and soft skills (Kupfer et al. 2019).”

For analytical and technology-related skills, humans might compliment machines, but they might also compete with them – so while they are complimentary to technology, having advanced analytical skills does not necessarily mean that the analysis couldn't be automated. Those who have strong technology-related and analysis skills might be better able to adapt to changing business practices but many analysis-
Based tasks can be significantly automated. Improving these skills throughout the population regardless of age, income or occupation would likely reduce the negative employment effects of technology adoption and growth. In addition, a highly skilled workforce enables businesses to more readily adopt productivity improving technologies that increase output without changing the demand for labour.

This analysis focuses on the risk of an occupation being automated, and not on what efficiency improvements technology adoption might lead to or how it will be complimented by human labour. The method used to calculate the likelihood of automation requires that the skills and attributes included in the model be exclusively human, or at least areas where humans are likely to outperform machines for quite some time.

To determine whether the training input classification significantly affects the results of the analysis, I also estimated the probability that an occupation is automatable using classifications from Autor and Dorn (2013), Lorden and Jorden (2019), Frey and Osborne (2013) and Oschinski and Wyonch (2017) independently. Similarly, to determine whether the attribute selection significantly affects the results, I estimated the model with different combinations of attributes and a similar classification input.

Collectively, the results are quite consistent across differing input classifications and explanatory attribute selections. Varying the selection of attributes that pose barriers to automation yields average likelihoods of automation of about 46 percent to 48 percent (Table A2). In addition, the estimated likelihood of automation is highly correlated across the variant selections tested here. Similarly, probability estimates calculated using differing input classifications resulted in broadly similar results (Table A3). There is, however, significant variability in the estimates for individual occupations. Across the seven model selections specified in Tables A2 and A3, the average gap in estimated probability of automation for individual occupations is 30 percent (maximum gap is 0.82, minimum gap is 0.06).

The estimates associated with the combined classification (labelled “meta” in Table A3) are highly correlated with those calculated from each classification individually. The average likelihood of automation falls in the middle of the estimates. Similarly, the probability of automation estimates for individual occupations all fall between the extremes. Due to remaining uncertainty about which classification most reflects real-world potential for automation and the rather convenient result that the combined classification yields estimates that fall between the extremes estimated in other models, the “meta” classification is used for the main analysis of the potential effects of automation on Canada’s labour market.

**Mapping O*NET data to Canadian Labour Market Data**

The statistical analysis estimates the likelihood an occupation can be automated based on the selected attributes and the classifications in the training vector. The skills and attribute information for each occupation is sourced from the O*NET database, sponsored by the US Department of Labor. O*NET data are based on ratings from employers, workers and occupational analysts. The O*NET data are coded to the 2010 Standard Occupational Classification (SOC2010). To apply the O*NET information to Canadian occupational data, I utilize a concordance developed by Statistics Canada and follow the method used in Frenette and Frank (2017):

“A concordance between the six-digit SOC2010 codes (provided in the O*NET database) and the four-digit 2011 National Occupational Classification (NOC2011) codes was developed. This concordance was determined based on the similarity of the occupational descriptions.

In some instances, a six-digit SOC2010 code had “breakout” (i.e., new or emerging) sub-occupations. Since there were no estimates of population size for these sub-occupations, it was assumed that they
were of equal size within a six-digit SOC2010 code. After the breakout occupations were aggregated, 1,058 SOC2010–NOC2011 matched pairs remained. This number included 495 unique four-digit NOC2011 codes.

Of these 495 unique NOC2011 codes, 336 were matched with a six-digit SOC2010 code. For the remaining 159 NOC2011 codes, higher-level SOC2010 codes had to be used, because more than one six-digit SOC2010 code mapped to them (i.e., the ACS data were used at this stage). Among these 159 NOC2011 codes, 119 were matched with five-digit SOC2010 codes, 38 were matched with four-digit SOC2010 codes and the remaining two were matched with three-digit SOC2010 codes.

At this stage, the 495 unique NOC2011 codes contained the information on occupational skill requirements from O*NET. The data on occupational skill requirements were then linked to the NOC2011 codes.”
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